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This note is an attempt to generalise the existing results for correlations in cascade
transitions. In particular we focus on the case of B-delayed o decay where the
intermediate state is best described as a superposition of eigenstates of the nuclear
Hamiltonian. Such a generalisation requires knowledge of the transition matrix
elements and some understanding of the density operator formalism. The density
operator formalism plays an important part in the theoretical derivation of various
correlation distributions in nuclear reactions and [ decay in particular. In some
treatments, however, the formalism is introduced in a somewhat unclear fashion
[2], and for this reason I thought it useful to include a section where the basic
concepts are introduced. More complete introductions can be found, for instance
in [1] or [3].

1. Description of states

A quantum system is said to be in a pure state if it is possible to write its state vector
as |@). Such a state can also be described by the corresponding density operator,
having the form

p=la){al. (1)

Sometimes it is convenient to expand the density operator in terms of some, com-
plete, basis {|a;)}:

p =D lap)aplolay Mayl =D lap)ay | ok, k), )
Kk’ Kk’

where p(k, k) is the density matrix describing the state. One strength of the density
operator formalism is that it is possible not only to describe pure quantum states,
but also mixed states of the form

p=p(@)le){al+ p(BIB)EI. 3)

Here, p(a) and p(f3) denote the probability that the system is in the state |a) or
| B), respectively. It would not be possible to treat such a state in the ordinary state



vector notation. Clearly, the probabilities must add up to 1, which immediately
leads to the useful relation

tr(o) =1, 4)

i.e., the diagonal elements of the density matrix must add up to unity.

The density operator formalism is also useful when dealing with compound
systems. If we have a compound system consisting of two sub-systems, A and B,
which is described by the den51ty operator p4p, it is possible to find the state of
each sub-system by “tracing out” the other system, i.e.

ea=trg(Pap); ©)

where try denotes the partial trace over system B. p, is now the reduced density
operator for system A. The idea can be illustrated by a pure system of two entangled
spins:

|Pag) =1Talp) +11aTs)
= 045 =bap) P asl

=Tale) (Tadsl +1Tals)UaTsl +1aTe)Talsl +1aTs)(laTsl  (6)

The density operator for sub-system A is obtained by taking the partial trace over
sub-system B.

pa=trp(pag) =T} (Tal +1La){Lal- )

It is worth noting that while the combined system is in a pure state, the state of
each sub-system is a statistical mixture. The only knowledge we have about such a
system is the probability with which it occupies each of the possible states.

2. Tansitions and cascades

Consider a system which undergoes a transition due to the operator 77, i.e. a final
state can be expressed in terms of an initial state like |f) = T}|7). If the initial state
is described by the density operator o4, the final state becomes

ps=TipaT! =D Tilap N ay|T] pa(k, k). ®)
bk

According to [1] this is only strictly true if 7} is unitary. If 7} is not unitary, the
state pp is not normalised and does not fulfill the trace condition in eq. (4) (however
the norm of pp might still contain useful information).



Again, it is straightforward to express the resulting state in the most convenient
basis, as long as it forms a complete set {|4;)}:

ps =D _|b;){blpplby) by
%

=S oG Tylag ) ap | T 16y) byl o ok, )
1 kR

= > D b byl (by| Tlag) (bl Tylag)* palk, k). ©)

/ /
1" kk PS

The brace in the last line indicates p;, which is also defined in eq. (7.7) of [2] and
in eq. (47) of [3] (although in slightly different notations) as

pr(L ks k') = (b1 | Ty |ag ) (by | T |y ) (10)

In [2, 3] p, is introduced as a density matrix, which I find a bit confusing. As
far as I can see, it is not a density matrix in the ordinary sense, since it does not
describe a quantum state. In the following we speak, however, of p; as a density
matrix, since this appears to be the generally accepted term. We can use p, to write
a conventional density operator for the daughter state. If we define

ps(lL1)=2  oi(L1 kK ok, k), (11
kE
then
PB =Z|bz)(bz’|,03(l,ll)- (12)
1

It is possible to use this formalism to describe cascade transitions, where the
final state of the first transition acts as intial state of the second transition'. Let the
operator T, be responsible for the second transition. The density operator for the
final state is then

pc=TopsTy = 3 Tolb) by TS ps(l, ). (13)
e

We now express p¢ in terms of a complete basis {|c,,)}. Following the same proce-
dure as in eqgs. (2) and (9), we obtain

pc=2|cm><cm|,oc|cm/><cm/|
—ZZlc el Tal b)) b\ T e} e pi(L, 1)

mm’ 1l

—ZZIC 'l (€l Talby) (e, | Tl by)" (1,1, (14)

/
mm’ 11 PS

! Assuming there are no extranuclear fields that modify the intermediate state between the tran-
sitions.



where p, is defined in the same way as o, of eq. (10):
sl L) = e Tl N Tl (15

With these definitions we can combine the results in egs. (11) and (14) and write
the density matrix for the final state in terms of the density matrix of the initial
state, o4, and the two transition density matrices, p; and p,:

pclm,m) =2 > py(m,m', 1, 1) py(L,1 k. k) p sk, ). (16)
1 kE

It is straightforward to extend the formalism to even more complicated situations
involving triple- or quadrupel-cascades. A couple of examples immediately spring
to mind:

12N ﬁ) 12C* i) SBe 1)4He

g 2,120 1 120 2 8p. 2, 4.

3. The correlation function

According to the definition of the density matrix the probability of finding the
daughter system in the state |c,,) is given by

p(cm):(cmlloClcm)' (17)

If we consider nuclear transitions involving the emission (or absorption) of some
kind of radiation, then o is not only dependent on the quantum numbers of the
nuclear system, but also on the properties of the radiation; energy, momentum and
polarisation. To be more explicit, we could therefore write for the double-cascade

p(Cm):<Cm|/OC<k1,k2)|Cm), (18)

where k;,k, denote the properties of the radiations involved in the cascade. To
calculate the probability of finding the daughter system in any state, given k, and
k,, we trace over all possible final states:

Wk, k) :Z<Cm|/oC(kl’k2)|Cm> =tr(pc)- (19)

m

This is the general formula for the correlation function in a double-cascade. If
some properties of the radiation are not observed, the expression should be inte-
grated/summed over those unobserved properties.



4. Nuclear 3 decay

In nuclear S decay we are considering transitions from an initial state, which is
expressed in terms of angular momentum quantum numbers I, and 2, to a final
state which contains the daughter nucleus, described by I and m, as well as the
two leptons, described by their momenta, p,, p,, and their spins 7, and m,. This
means that the initial and final states are often expressed in terms of basis kets of
the types

|1ymy) (basis for initial system)
|lzmgp,p,m,m,) (basis for final system) (20)

Typically the initial state is completely mixed, and describes a statistical ensemble of
either unoriented or polarised nuclei. The density matrices for the two possibilities

ar62

/OA(mA>m[/4):(2]A+ 1>_13m/‘,m;1 (21)

or
pa(my,my)= P(mA)8 (22)

where the numbers p(m,) are the population probabilities indicating the polari-
sation of the ensemble, and we have 2m, P(my) = 1. In [2, 3, 4] many useful
calculations are found, however, only transitions to final states of sharp angular
momentum are treated. In the following we try to generalise the results to cases
where the daughter state of the 8 decay does not necessarily have a well-defined
nuclear spin.

We take the transition matrix element for 8~ decay from eq. (6.174) of [2] as
our starting point:

Z Z(_1)13—mB+K+M+j€—yg+,uv—lv+%

AT 71 %ot

XV/LZV
% ]B K IA ].e K ].v
<lenevesenl (0 ) (G, D )
Xa* b;:#axg[MK(/ee,/ev)+sign()(e)mK(k k)] (23)

)
XCILIE ¢ v

G
B
Tp-=—

Here, the x’s and u’s are quantum numbers for the lepton wave functions, and

/ forj:l—%
= 24
* {—(l—i—l) forj:l-i-% @4

2The expression in eq. (21) deviate from the expression in [2] by a factor (21, + 1)~



and k = |x|. The quantities 4, , and b, , are the coefficients of the partial wave ex-

pansion of the plane wave lepton states, and they are given explicitly in eqgs. (6.115b)
and (6.117) of [2] as

4t 1 1 ) =% )
Ao, — EE(ZEE(IUE - me)meljeﬂe>yle (pe)eXP(ZA){e)
4 P
bxwuv = _(lvf(/uv - ) |]v v)Y ’ (pv) (25)

V2

a, and A, are the Coulomb-amplitude and phase-shift of the electron radial wave
function, respectively, see [5] or sec. 4.1 of [2] for a discussion of these quantities.
The quantum number, K, is the “multipolarity” of the transition, i.e. the total an-
gular momentum carried away by the leptons® and, finally, we have the quantities

My (k,, kv) and my(k,, k,), which are defined in eqs. (6.171) and (6.172) of [2]. The
expressions for My (k,,k,) and mg(k,,k,) are rather formidable, and they are for-
mally written in terms of the so-called nuclear form-factor coefficients, which appear
from the relativistic treatment of nuclear S decay. If certain approximations are
made, however, My (k,,k,) and my(k,, k,) are simply related to the non-relativistic
matrix elements of Fermi and Gamow-Teller transitions.

To proceed, we use the definition of the transition density matrix in eq. (10)
and combine it with our formula for Tﬂ_ (note that in the notation of the earlier

sections, Tﬁ— = ()| Tg-lay), such that p g = (b T-|a, ) (by| Tg-lap)")

Z Z Z Z 13+1g—m3—mg+K+K’+M+M’+/e+J’;—m—M;wm/v
2

KMKM/X"z‘X/J
vty

x (=1L, + 1) [(2K + 12K +1)] <_{f; ] . 72)

% ]é/ K// ]A/ < ]'e K jv > ]Z/ K// ];/
—my M omy ) \—p, M —u, ) \-u, M —u
X d:;e/ued M b Xy My bX/ Iu/ CZ a g |: K(ke’kv)M[/((k;’k:)

signCe, e b I (' )+ sign( by, b, oL ()
+sign(xe)sign(;(;)mK(/ee, V)m (/e;,/e;)]. (26)

This formula looks very similar to eq. (7.1) of [2], but we have allowed for the
possibility that I # I. Also, we have put primes on some of the M and my
parameters to allow for several nuclear daughter states to be populated in the tran-
sition. The next step is to substitute the 4, ,’s and b, ,’s with the expressions in eq.

(25) and simplify. Following eq. (7.2) to (7.5) in [2] we arrive at a more transparent

31t is also the rank of the spherical tensor operator which is responsible for the transition.



form of the density matrix

) Z Z Z Z Z Z IB—Hé—mB—mg+K+K’+M+M’+j€+ij
P = 2

P, KMKM/xelue;(/u/ km k' m'

x (= 1)l ttmemmi—i o, + 1)[(2K + 12K+ 1)(2], + 1)(27/ +1)
(2, + 127!+ 1)(2L, + 1)L + 1)(21, + 1)1 + 1)(2k + 1)(2k +1)]

y Iy K I ]13/3 K’ 1y ]e K 7y
—mp M my) \=my M m) | \-u, -M -—p,
oK L3 L5
X oM — / / /
Mé’ # me m _IL‘ /Lte -m me _Me
< [, /e> [, l > < [, 7, >
X / /
MHe—m, lue me m O -m, m, —K,
l 1 ]-/ l/ b’ 1k
X ;Y 2 v, , < v v >
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xYkm*@e)Y'"/*(pva @ [ Ml b, )My (R, R))

+sign(xe)mK(/ee,/ev)M[/<,(/e/ k! )+51gr1( /) x(k, R, )m %,(/e;,/e;)
+sign(x, )sign(x ymy (k,, k,)m, (k/ ] exp[—i(A, _A"Q)]' (27)

X

=~

This is the complete density matrix for a nuclear 8 decay. If some properties re-
main unobserved they should be traced out of the expression, a process which usu-
ally provides great simplification.

We now consider the case where neither of the lepton polarisations are ob-
served. In this situation the density matrix is modified

po > 20 20 P (M mymy, )8, 8 (28)

/ ’
mym, m,m,

These sums, together with the summation over u,, u/, 4, and y!, are carried out in
egs. (7.9) to (7.11) in [2]. The procedure is trivial in the sense that it only requires

knowledge about the properties of the Wigner 3j-symbols (see appendix B), and we
find

Ps =G> nFOZ Z ZZ Z 13+1§—m3—m;+N+K+K’+M’

KM K'M Ns km b'm

I K I, 11/; K’ 1y
—-mp M my —mjg M’ mﬁl

(VS ) (8N By oorg e @

Nl—=

x (21, + 1)(2N +1)

m S



Here, we have also introduced the factor " (K, K’) which depends only on the 3

- kk
transition:

kk’(K K')= 2 Z Z 8§k7v (x ’X;”‘w":)“xe“x; [ My (ks k)M (K., k)

e xexe xvxv

+sign( omg(k, k)M (/e/ k' )+sign( DMy (k,, k )m/,(k;,k:)
+sign(xe)mgn(xe)mK(/ee,kv) (k/ k )] exp[—z(A _A"Q)]’ (30)

where the geometrical factor, gkk,N(xe,x/ ,%,, %), is defined in eq. (7.14) of [2].
KK e v

Again, the primes on some of the My ’s and m’s make our definition of ai\;,(K ,K')

slightly more general than the standard definition. The remaining factors in eq. (29)

depend only on the quantum numbers of the nuclear states and the Fermi function,

FO'

5. Emission of a particles

In this section we attempt to apply the density matrix formalism to another kind
of transitions, namely & transitions. The idea is to find an expression equivalent to
eq. (29) and eventually combine the results in a correlation function for S-delayed
a decays. We start from the general transition matrix element in eq. (59) of [3],
describing a transition from an initial state with spin, I3, to a final state of spin :

— —I +L-—m I L I Lx
L=y (e L ) Colum Ui e )
o

In the above formula, (0o |Lu ) is the eigenfunction of radiation emitted along the
z-axis corresponding to definite values of angular momentum, its projection and
parity.* Furthermore we have the reduced matrix element, (I-||L7||I3), which can
be chosen to be real if the transition operator is symmetric under time reversal [3].
Finally, @;‘/[L/l is an element of the rotation matrix, see for instance appendix A.

It is straightforward to construct a transition density matrix from eq. (31).

o= D0 D (A 00 | Lum) (00| ' )
LM,ULM/ /
w1 L I 1 L I
clicleaielie=gy (5 ) (06 L )
¢ C B
X @AL/IZ(Z_)P)@]@/ (z—p) (32)

*This is probably not very well stated. See sec. 3.2.1 and 3.5 of [3] and figure out the correct
interpretation.



The elements of the rotation matrix have many useful properties, some of which
are summarised appendix A. Specifically we can write the product of two matrix
elements in terms of single matrix elements (eq. (74)), and we find

D32 P25y (2= D)
L I /€> <L L'k

—(_1\M— __1\T+N k — D).
=(=1) #§(2k+1)( 1) <M —u N\ - T>@NT(Z p)

(33)

Substituting this identity into (32) we get

Pa= D, D (AN g | L) (00| )
LMHL/M/p//@NT

/ 1\ * ]C L IB
X (Ic|| L Ug){Ic||L || 15)" (2% + 1) <mc M —my

Ie L I L L' k\(L L k\_
X(m’c w —mp )\t -t N\ - o) PNz Rh OB

which is the formula for an « transition from a state without a well-defined angular
momentum, denoted Iz, y, to a single state of angular momentum /. The sign-
factor can be simplified a bit by realising that the third of the 3j-symbols vanishes
unless

N=M-M = M+N=M. (35)

The last 3j-symbol vanishes unless T = u/ — . This means that 7 has to be an
integer, and we find

/

)T =) =07, (36)
The sign-factor can now be re-written in a slightly more compact way:

(_1)—21C+L+L/—m3—mé+M—lu+T+N — (_1)—2]C+L+L/—m3—mjg+M/—,u/. (37)

6. Correlations in B-delayed o decay

Now that we have found expressions for the transition density matrices of both
[ and « transitions, we are ready to combine the results and write down the cor-
relation function for a B-a cascade. The initial and final states are specified by
their angular momentum quantum numbers, {I,,m,} and {I-,m}, respectively,
and we assume that the transition can proceed through several intermediate nucle-
ar states, labelled A, with angular momentum quantum numbers {I, mz}. Note
that the states A5 are assumed to be eigenstates of the nuclear hamiltonian, and they
are therefore states of definite angular momentum. This means that Az implicitly



specifies I, but for the sake of clarity we retain I in the formulas below. The stan-
dard treaments only consider the possibility of a single intermediate state, and in
these treatments only the specification of the magnetic sub-states, mp, is required
[2, 3, 4]. Following egs. (16) and (19) we write

W =tr(oc) ZZ Z Z Pe mC,mC,IB, ,Mp,m )

me \p Xy mymiy mym'y

X /018_<]B’][/;’ mps m;;’ mys m;)PA<mA, m;;)

_Z Z [Z/oa mC’mC’]B’ > Mg, M )]

/
Ap Ay mpmy

[Zf’ﬁ (Ip, Ly mp, my, my,m Q)pA(mA,mg)]- (38)

mym,

Here, we follow more or less the notation of [2], where the dependence of each
density matrix on the various quantum numbers has been made explicit. Keep in
mind, however, that p, and p g- also depend on the energies and momenta of the
emitted radiations.

To proceed, we evaluate each of the brackets in eq. (38) separately. We start
with the second bracket, where we immediately replace p, with the density matrix
for an unpolarised ensemble, which we get from eq. (21). Taking the transition
density matrix from eq. (29), we need to calculate

Z Pﬁ*(IBJ[;’ M, My, My, m;l)gmAm;l(ZIA +1)7'= try(eg-Pa)

mym’,
HZLZDIDIDIDIP I W Ce R M IR IE

my KM, K{Mll N;s; klml k;m;
L K LN K L\ (NOK K
—my M; my —mg M{ my 51 —M{ M,

k! N1 k1 / m;* ~
x<m1; ) )kka)Y B () )

where all quantum numbers and summation indices related to the 3 transition has
been labelled with a “1”. In the following we need to do some gymnastics with
the Wigner 37-symbols, and therefore it is probably a good idea to have a look in
appendix B, where some important properties of the Wigner-symbols are listed.
We can use eq. (84) to show that

S (—tytiemeh < Iy K 1A>< Ié/ K{/ ]A><N1 K;/ Kl>
MM my mp My my) \=my My my )\ s —=Mp M,

:(_1>IA+IB+II§+m; ]B ]1; Nl IB ]1/3 Nl (40)
mg —my s ) \K] K; Iy’

10



In obtaining the above result it is necessary to realise that M| — m, — mj is an

integer, such that (—1)*1=74=" = (—1)~Mi*4%%  Doing the summations over
My, M{ and m, in eq. (39) we find

tralpppa) =GHmEy D > > D (— 1)ttt Nt KK o, 4 1)

K1K;N151/€1m1k;m;
o Iy I, N\ |[Iy I, N\ [k N Fk
myg —my s ) \K] K Iy \mp s my
<l (K KDY, (Y] () 4

Since Iy and I, can only differ by an integer, the sum I + I}, must be an integer.
This means that the term 275 421 é must be an even number, and we are allowed to
ignore it when it appears in the sign factor.

We now focus on the special (although quite common) case in which the neu-
trino is not observed. This means that we must integrate over p,. We have

j Yglx(?v)dﬁv = mé\k;ogm;o
= /e{ =0 and mi =0. (42)

These constraints on k; and 7] in turn lead to constraints on N, and s; through
the 37-symbol and the identity in eq. (78).

O N1 kl _ _Nl_m 1
<O 51 m1> B (_1) 1(2k1 + 1)2 8N1k1 851("”1)

Under these conditions eq. (41) simplifies considerably:

3 ' !
trA(/O,B_IOA) =272 G/éFO Z Z(_1)1A+ B+K1+K1 1

KlK; kymy
IB Ié kl IB ]Z/? kl k INV M A
* <m3 —mg —my K{ K, Iy ﬂ/ello(Kl’K1)Ykll (Pe)- (44)

It is now customary to define the particle parameters of the nuclear [ transition as

0 _ aro(KK') +ap (K',K) 45)
KK~ 41+ Sxxr)

and replace the sum over K and K’ with a sum over K < K’. This definition of
the particle parameters is identical to the definition in [2, 4, 5], but differs by some
factors from the definition in [3]. Tables 7.2 of [2], 10.8 of [4] and 7 of [5] all

11



provide explicit expressions for bl(f]z, in terms of My’s and my’s, however, we must
keep in mind that since our definition of the alZe,(K ,K')-parameters in eq. (30) is
somewhat more general than the standard definition, these tables cannot be used
directly. We shall see later how to deal with this problem.

In order to bring the - and the a-part of the density matrix on the same form
we replace the spherical harmonic with a matrix element of the rotation operator
using eq. (75). After a little rearrangement we find

tralpp-pa) =ARGEE, D D (=1t tKiom gk, 4 1)

K1§K{/€1m1
Iy Iy k[ Iy kil k) gk
X<mB —-my —my ) \K] K; I, b]g[{{@mIo(Z_’Pe)- (46)

In the special case where only a single intermediate state is populated in the tran-
sition, i.e. when Iy = I, the above result should be identical to eq. (7.65) in [2].
This is indeed the case, except for an apparent difference in sign. In [2] the term
—1I, — my, appears in the sign factor, whereas here we have I, + mj. The fact that
14+ my is an integer resolves this apparent discrepancy.

Returning now to eq. (38) we now take a closer look at the expression in the
first of the two brackets. Using eq. (34) to replace o, we obtain

/

Z/Oa(mC’ mCJB’]]/;’ mB9m3) =trc(p,)
m

C
:Z Z Z Z (—1)_2]C+L2+L/2_m5_mé+M£_’u/2(2/@2-|—1)

me LyMyu, L;M;,ulz kyNy T,
X (00 | Ly o 70))(00 | Ly iy 705) (U 1Ly, | g YL 1Ly 75 1 )

2
y <1C L, Iy ><1C L, 11;/> <L2 L, k2>
me MZ —mp me M2 —mB M2 —M2 N2
L, L, k) &
g <#2 —MQ T, @szz(z_)p“)’ #7)

where we have put the subscript “2” on those quantum numbers, which are related
to the second transition in the S-a cascade. Employing eq. (84) we can carry out
the summation over m, M, and Mé:

/ /
Z (_1)1C—m3—m;+M; <]C L, Iy > <]c Lz/ IB/>
MMM, me My —mg) \mc My —my

Further simplification can be achieved by replacing the slightly mysterious quan-
tities (O |Lut). In sec. 6.1 of [3] it is found that for a spinless particle travelling

12
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along the z-axis the quantities are given by

(2L+1)
(2L+1)

3,(10 forZ=0

forZ#£0 #9)

NI= Nl—

(Oo|Lum) —(00|Lum) = { .

exp(—mL)é\Mo
where o, is the normal Coulomb phase shift.> As a consequence we have u, =0,
uy =0 and, since T, = ), — u,, we also have 7, = 0. Taking this knowledge into

account we can rewrite eq. (47) as

[T

tre(pg) = 2 (= 1)et et tha 2k, £ 1)[(2L, + 1)(2L; +1)]

L, kN,
!’/ 1\ * IB Ié kz
il gy (-,
Iy I, k) (L, L, k , "
X{L; Lo (\o ¢ o)eplilon,=0)] 2z —p.)

Traditionally it is now argued that since the intermediate and final states have well-
defined parities, and since the parity of the @ radiation is 7= = (—1)", the values of
L and L’ can only differ by an even number, i.e. L =1', L =L'+2, ... Therefore,
L+ L’ is an even number, and, since the 3;7-symbol vanishes unless L + L' + & is
an even number (a consequence of eq. (81)), £ must also be an even number. I
think, however, that in the present case where we are considering the possibility
of populating several intermediate states, possibly of differing parity, that such an
argument cannot be made.

We are now in a position to combine our results and write the correlation func-
tion for a B-delayed a decay explicitly. Combining eqs. (38), (46) and (50) we
obtain

W:Z Z ZZ Z Z(_1)—1A+IC+L2+L;+/‘»’2+K1+K{—m1

Ap Xy mpmiy L, L kyNy K <K kymy

, NP 4 k
><47rG2F0(2/e2+1)[(2k1+2)(2L2+1)(2L2+1):|2 < ;B —51,; _,}111>

(T R\ (L Ly R\ ([Is I R\ [ Ik

«7 (R .
XLl NIyl by, exp[=ior, = o))

k, k
X @mp(z—)pe)@szo(z—)pa). (51)

Probably the inclusion of a resonant phase factor could also be appropriate here. This would be
a way of connecting to the R-matrix formalism...?
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From eq. (83) it follows that

I [Ig k, I Ié k, _
Z(2k2+1><m ot —my ) \my =t N, ) = Ok Oy 62)

mym; B B B
Also, using eqs. (71) to (73), we can show that

Z( 1)m@/€ (Z_’Pﬁ) (Z_)pa) @c/)eo(pa _)pe):P/e(Coselﬁa>' (53)

m

With these results we get our final expression for the correlation function

W = 47G> FOZ S5 S (- JIHCHL K K

kX, Ll K <K]
<L2 L /e>{13/ I /e}{lfj I /e}
0 0 0)\K| K ILJ\L, L, Io

x el L) b exp[=ior, o) Pulcostlpy). (54

[T

x [(2k+2)(2L, + 1)(2L, +1)]

It may not be immediately clear how to extract any conclusions from this corre-
lation function, which still appear somewhat complicated. It is possible, however,
to write down a list of selection rules imposed by the Wigner-symbols which will
come in handy, when we later explore the correlation function in specific examples.

:lKl_kl""’Kl_'_k
K1:|]A_IB|""’]A+IB
:|IA—I;}|,...,IA+I};
L;:|L2—]€|,...,L2+/€
L2:|IC_IB|""’[C +IB
Li=lc—Iy,....Ic + 1
L2+L/2+k = an even number. (55)

7. Particle parameters

. . . k
As mentioned earlier the standard formulas for the particle parameters, b;{ ),, can-

not be used directly in our case. In this section we take a closer look at the definition
of the parameters and derive the expressions for a few special cases.



From eq. (30) it is possible to derive a formula for the special combination of
indices N =k and &' =0:

af z%zzmﬂxxkaa[(km (k&)

+ Slgn(xe)ml((ke’ v)MK/(k;’ kv) + Sign(X/e )MK(ke’ kv)m;('/(ké’ kv)
+ sign(%e)sign(x/e)mK(/ee, /ev)m;{,(/e;, k,)]exp[—: (A%e -Ay )],
(56)
where the coefficients are given by eq. (7.27) of [2] or eq. (10.30) of [4] as

LU (o) = (— 1T [QK +1)(2K + 1)(2k + 1)(2], + 127, +1)

s l’ E\ (I, I” k) (K K &k
20, +1 2l’+1 2 e e oot 57
x (e r 1l ] <0 0 O>{] Je %}{/é Je JV} 7

These coefficients are tabulated in Table 7.1 of [2]. If we take the definition of the
particle parameters in eq. (45) it is possible to use eq. (56) to write the parameters
in terms of the My and my quantities:

1 1
bow= ZZM%MMMW{@k>wm

2p2F 14 Ok

e ™y

+ sign(x, )sign(x )mK(/ee,/ev)mK/(/eé,/ev)} exp[—i (AXE - AX{)]

SO K, )t o { My e DM (KL )
mK/(ke, ky)Mlg(/e;, k) + mgn(ze)MK/(/ee, /ev)m;{(/e;, k,)

sign(xé)mK/(/ee, kv)mk(k;,k‘,)} exp[—i <A%c - AX;)] ] . (58)

signCe e L (K7 )+ Wk o (KL )
(

+sign(x,)
+sign(x,)
At this point it should be reiterated that an un-primed quantity is associated with a
transition to Ag, while the primed quantities are associated with transitions to A’,.

When dealing with eq. (58) we need to carry out sums over x,, x’ and k,.

. . . . . . . e . .

Therefore, a question which quickly arises is which values of the summation indices
should be included in the sums. To determine this we derive a few selection rules
from the Wigner-symbols in eq. (57).

=L~k L+
jo= e =Rl +k
:|K—/€|, K-l-/e
].v: |K_].e|""’K+].e and |K/_] | +]/ (59)

15



In order to get a better feeling for the procedure, let us take a look at the simple
(but not unimportant) case where & = K = K’ = 0. The allowed combinations
of quantum numbers are listed in Table 0.1. In principle there are infinitely many
terms in the summation, however, the order of magnitude of the terms vary a lot,
and in practice it is only necessary to include a few dominant terms.

Table 0.1: Allowed combinations of the lepton quantum numbers that could be included
in the calculation of the particle parameters in eq. (58). Only combinations for the case
k =K = K’ =0 are listed here! We note that several values of /, and x, result in the same

k

ye

le jo xe ke L jooxg klLq, xRy
0 % -1 1 0 % 11 0/1 % -1/1 1
1 : 1 1 1 : 1 1 0/1 : /11
1 ; 2 2 1 ; 2 2 1)2 ; 2/2 2
2 02 2 2 2 2 2 2 1/2 3 2/2 2
2 3 3 3 2 3 3 3 2/3 35 3/3 3

According to egs. (7.42) to (7.47) of [2] each term in eq. (58) is proportional to
(pR)HF=2(p, RY?2, (60)

and with
0<p,RZ02 and 0<p RZ02, (61)

the magnitude is roughly determined by the exponent k, 4 k! 4 2k, — 4, where
the combination with the smallest value of this number will give the dominant
term. This means that only the terms in the first two lines of Table 0.1 contribute

significantly to the particle parameter béo) (allowed Fermi transitions). It is now
straightforward to derive direct expressions for the particle parameters. The two
simplest examples are

b =1, [{Mo(l, DML(1,1)+ my(1, 1)ml(1,1)}
- ﬂlylwi{mo(l, DMY(1,1)+ Mo(1, 1)mg(1,1)}] 62)
b® =— V3L, [M1(1,e1)M{(1, 1)+ 7, (1, 1) (1,1) + M, (1,2)M1(1,2)
- ylylwie{ml(l, DM {(1,1) 4+ M, (1, 1)m!(1,1) + m(1,2)M[(1,2)
+M(1,2)m{(1,2)} + A, [ M, (2, 1)M](2,1)

1 / /
= oty fm(@ DM@, 1)+ 3,2 (2,0}, ©3)
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where we have included the so-called allowed and first-forbidden contributions. The
functions Ly, 1, y and A are combinations of the Coulomb amplitudes and phases,
and they are defined in eq. (7.51) of [2] in such a way that their value is very close
to unity, except for very high Z or very low electron momenta. For numerical
values, see Table 2 of [5]. Comparing to the standard particle parameters listed in
[2, 4, 5] we see that the expressions are very similar, and that our result reduces to
the standard result when Ap = A%, as indeed it should. In general, terms with the
smallest values of K, K’ and & are expected to contribute most a transition.

8. Allowed decays

A common type of transitions are the allowed transitions. These transitions are the
ones that satisty

AI=0,+1 and mimy =+1, (64)

and the dominant terms are related to only two quantities:

0
My(1,1)="ED) = CVJ 1=Cy,M;

My(1,1) = —4F%) :—CAJa:—CAMGT. (65)

In general, all observables can be expressed in terms of the form factor coefficients,

VF I(fL)S and AFIg?S, and these are also the quantities which can be derived from exper-
imental data. If one wishes to compute observables theoretically from some kind
of model or to extract nuclear structure information from a -decay experiment,
the form factors need to be related to the nuclear transition matrix elements. In eq.
(65) the particularly simple relation for Fermi and Gamow-Teller matrix elements
are presented.

Since only My(1,1) and M,(1, 1) contribute significantly to allowed decays, very
few of the particle parameters are non-negligible:

b = LoMy(1, )M)(1,1)
b® = —3LoM,(1,1)M/(1,1)

Pe
Bl = Lo\ 2 [Mo(1, DM (1, 1)+ (1, D1, 1]

e
bV = «/ELOAl%Ml(l, M1, 1) (66)
e
Of special importance here is that no terms with £ > 2 appear. In normal decays the
quoted particle parameters are sufficient to describe the observables to a very good
approximation, however, if the allowed matrix elements are somehow suppressed,
higher-order effects could become important, see for instance [6].
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9. Examples

In this section we apply our formula for the correlation function to some examples
in order to investigate the possible consequences of several intermediate states being
populated in a cascade transition.

9.1 Allowed GT transitions through a single intermediate state

This is probably the simplest case we can consider. We choose the hypothetical
decay sequence

+ .0t 0ot
1 —>02 —>Ol.

Since the intermediate state has a well-defined parity only terms with even k can
contribute, see the discussion following eq. (50). Therefore, we only need to con-
sider £ = 0 in the correlation function in eq. (54), a conclusion which is indepen-
dent of our choice of I;. This already leads to our first important result, namely
that the directional distribution in an allowed [-delayed a decay is isotropic, be-
cause Py(cos @) is a constant. This fact is a direct consequence of the leptons being
emitted in an L = 0 wave, which is spherically symmetric.

Our problem directly dictates Az = Ay and Iy = I, = 0. The selection rules in
eq. (55) then provide us with the constraints L), = L, = I and K] = K; = 1. The
direct expression for the correlation function is

NI—

W =4rGLFy(—1)"HOHHHIHH0(0. 04 1)(2. 0+ 1)(2- 0+ 1) ]

ﬁ 0
0 0 0\ [0 0 0\ (0 O O eprir  mioiri2s )
><<o 0 o> {1 1 1}{0 0 o}|<01||L—O||Oz)| by, Po(cosbg,)
= 4nGRFLo| C4*|M 7 (03)P (0 IIL = 0]|07 ) . ©7)

The result seems reasonable: We have the S decay part given by the 3 decay cou-
pling constants, G and Cy, the Fermi function® F(Z, W,) = F,L, and the squared

Gamow-Teller matrix element, |M7|>. Furthermore, the reduced matrix element
for the a transition and a constant front factor of 47 appear.
If we do a similar calculation for a cascade with I; =2, we obtain instead

4
W = — G2 EoLo|C, Pl (2P0} IL = 0ll2}) (69)

The general structure is exactly the same as before, but the front factor changes by
afactor 1. That somehow bothers me, and I suspect there could be missing a factor

of (213 4 1) somewhere, or perhaps [(25 + 1)(273 +1)] 2.

6 Apparently there is not complete consensus in the litterature about whether to denote F, or
FyL, the Fermi function.
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9.2 Allowed GT transitions through several intermediate states
We now take a look at the cascade
1t —07,0f —0f,
i.e. a case where two intermediate states could potentially be populated. According
to the selection rules in eq. (55) we have k =0, K| =K, =land L, =L, = I =
I, =0. Calculation of the correlation function gives us
W =4 GRFLo|Cyl* [l(ofllL =0]|03) M7 (03
+ (07 IIL = 0l[07 }{OY 1L = 0107 )" M7(0] )M (0F
+ (07 IIL = 0J[03 }{OY (1L = 0103 )" M¢7-(07 )M (05

+ 10T 11 = 0ll0F )M (05
)

)
)

2
= 47GLFyLo| G4 P| (O} 1L = 0110F) Mg (03 + (07 1L = 0f[0}) M (0] . (69)

As in the previous example, the result appears rather simple in form, but it is worth
noting that the contributions from the two intermediate states add up coberently.
From a naive point of view this could potentially complicate the analysis of exper-
imental spectra or the theoretical prediction of spectra from nuclear models, since
the reduced matrix elements could in principle be complex and carry a phase be-
tween O and 27. In fact, the challenge is not quite so severe since, as we briefly
touched upon earlier, the reduced matrix elements can be chosen real if the op-
erator, which is responsible for the transition, is a Hamiltonian operator which
commutes with the time reversal operator [3]. This means that we only need to
determine the magnitude and sign of the matrix elements.

As our next example we take a cascade where the intermediate states have dif-
fering spins:

+ + A+ +
1 —>02,21 —>Ol.

The selection rules in this case only allow two terms to contribute to the correlation
function for allowed transitions, see Table 0.2. We obtain

1/0 0 O 0 00
W:MG;podeAﬁ[[(z~o+1)(z~2+1)(2~2+1)]2<o 0 o> {1 1 1}

X{g X g}|(OT”L:O||O§>|2|Mcr(02+)|2+[(2-O+1)(2-2+1)(2-2+1)]%
<G 2 {1 e 3 Sherie=aenpimer e ]

= 47 GLRLo|Cy P 1007 I = 0lIoF) P17 (071

1
+ 0TI =202 Mo (2P . 70)
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Again, a factor é appear on the term related to the 2% intermediate state, possibly
indicating an issue with the normalisation. The result in (70) is fundamentally dif-
ferent from the preceding result, since the contributions from the two intermediate
states are added incoberently. This is simply the consequence of only considering
allowed transitions, i.e. transitions with & = 0, since the selection rules then im-
pose Iy = I, making the cross-terms disappear. Were we to allow for k& = 2,4

Table 0.2: Quantum numbers for the two terms that contribute to the allowed transitions

in the 17 — 0F,2F — 0F cascade.

koA Ajg L, L; K, K{
o of of o o0 1 1
0 21+ 2;r 2 2 1 1

also, some cross-terms might start to appear. These terms would contain first- or
second-forbidden matrix-elements though, and we would not expect them to result
in pronounced interference effects.

When we consider the correlation function in eq. (54) it has a feature, which we
have not commented upon yet: The result appears as a sum over k& with each term
multiplied by a £’th order Legendre polynomial. In many experiments with (-
delayed a breakups the direction of the 3 particle is not measured, and the proper
correlation function would be obtained by integrating over & 3. and the energy of
the [ particle. Since P, (cos @) integrate to zero except for & =0, only terms with
k =0 contribute to the spectrum in this type of experiment.

10.  Summary

We have generalised the existing theory of correlations in -delayed o decays to
allow for the possibility of mutiple intermediate taking part in the cascade. We
have derived the correlation function and found an expression for the 3-decay par-
ticle parameters which replaces the standard definition. The investigation of a few
examples have led to the following conclusions:

1. If several intermediate states of identical angular momentum are populated in
the [ decay, their contributions to the correlation function add coherently.

2. If several intermediate states of different angular momentum are populated
in an allowed [ decay, their contributions to the correlation function add
incoherently. Higher-order cross-terms could appear and cause (small) inter-
ference effects.

3. If several intermediate stated of different angular momentum are populated
in the S decay, their contributions add incoherently if the direction of the 3
particle is not observed.
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It it is important to realise that in the present treatment we have ignored the effects
associated with the nuclear recoil. The nuclear recoil may induce correlations,
particularly in the delayed o breakup of light nuclei, that are of the same order of
magnitude as the effects caused by the forbidden matrix-elements. The standard
reference on this subject seems to be [7].

A Matrix elements of representations of the rotation group

The matrix elements of the (2L 4 1)-dimensional irreducible representation of the
rotation group, 2, have some basic properties, which are useful when doing ex-
plicit calculations. We only list these basic properties here; for a more in-depth
discussion of the rotation operator and its representations, see for instance sec. 3.5
of [1] or sec. 3.2.1 of [3].

Du(p—2)=2,; (2 p) 71)

9L p—)=(-1)M9t | (p—2) 72)

Dy —2)=2.2,,.(p— 2y, (2 —2) 73)
M/

Here, the argument (z — p) denotes the three Euler angles, (¢, 8, y), while (p — z)
represents the inverse rotation. A product of two matrix elements can be expressed
as a sum over single matrix elements:

L+
PP = 0P (p—2)= D (LLud k)25 (p—2), (74
k=|L-L|

where T = u+ ¢/ and N = M + M’. Finally, some special matrix elements are
directly related to the spherical harmonics and Legendre polynomials:

4 \1 .
Ia—p= (50 ) VEO.H 79
4 3
Thia—p)= (5 ¥ 6.9) 76
@éo(z —p)=P;(cosH) (77)

B Properties of the Wigner-symbols

When dealing with the coupling of angular momenta most physicists have been
exposed to the Clebsch-Gordan coetficients, (j,7,7,m,|73m5). The Wigner 3;-
symbols are related to the Clebsch-Gordan coefficients through the relation

] ' : SR . 1, ,
<7]r211 7]rzzz £3> = (=W RT(255 + 1) 2(jy jymymy|j3 — ms). (78)
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The 37-symbols are not affected by an even permutation of the columns, but an
odd permutation, or the transformation of all 7 to —m, corresponds to a multipli-
cation by (—1)1+2%75 e,

ioJa T3 _ (7 3T _ (75 7 Ja (79)

(—1)f1+fz+;g<f1 Ja /'s>:<fz i f3>:--- (80)
my m, ms my my My

— jl ]'2 ].3 (81)
—-my —my —my)

The 37-symbols satisfy the following orthogonality relations:

. ho T3 ho T2 73\ _
2(2]3+1)<m1 m, m3> <m/ m’ m3>_3m1mié\mzm; (82)

J3m3 ! 2
. . . . 3 -/
: N 12 B3 v 2 3 \_s. ,
Z (25+1) <m1 m, m3> <m1 my m;> - 3/3]38'”3’”3 (83)
MM,

Sums over multiple 37-symbols containing the same quantum numbers can often
be carried out using a 67-symbol:

Z (—1)fststietmtmstms s e Ja T2 e
my ms  —Mg) \TMy My My

mymsmyg

% <].4 s I > — <]1 Ja J > {]1 ]:2 ]3} (84)
my  —ms My my my mz) \Js Js e
The 67-symbol has very simple symmetry properties: It is invariant under the per-

mutation of any two columns, and it is invariant under the interchange of the upper
and lower arguments an any two columns, 1.e.

{]:1 ]:2 ]3} — {]2 ]:3 ]1} — {]1 ]:5 ]:6} — ... (85)
Ja 5 Je Is Je 4 Ja 72 13
Furthermore, the 6j-symbol is zero unless j;, 7, and j; satisty the triangle condi-
tion, 1.e.

2= 5l < 7 <ha+ 75 (86)

Note that through the allowed permutations of the arguments in the 6;7-symbol,
the triangle condition can be applied to several combinations of the ;’s.
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